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RECOVERING SPARSE DFT FROM MISSING SIGNALS VIA
INTERIOR POINT METHOD ON GPU *

WEI KUANGT, VISHWAS RAO*, ALEXIS MONTOISON$, FRANCOIS PACAUD Y AND
MIHAI ANITESCU |l

Abstract. We propose a method to recover the sparse discrete Fourier transform (DFT) of a
signal that is both noisy and potentially incomplete, with missing values. The problem is formulated
as a penalized least-squares minimization based on the inverse discrete Fourier transform (IDFT)
with an ¢;-penalty term, reformulated to be solvable using a primal-dual interior point method
(IPM). Although Krylov methods are not typically used to solve Karush-Kuhn-Tucker (KKT) sys-
tems arising in IPMs due to their ill-conditioning, we employ a tailored preconditioner and establish
new asymptotic bounds on the condition number of preconditioned KKT matrices. Thanks to this
dedicated preconditioner — and the fact that FFT and IFFT operate as linear operators without
requiring explicit matrix materialization — KKT systems can be solved efficiently at large scales in
a matrix-free manner. Numerical results from a Julia implementation leveraging GPU-accelerated
interior point methods, Krylov methods, and FFT toolkits demonstrate the scalability of our ap-
proach on problems with hundreds of millions of variables, inclusive of real data obtained from the
diffuse scattering from a slightly disordered Molybdenum Vanadium Dioxide crystal.

1. Introduction. The discrete Fourier transform (DFT) is a fundamental tool
for converting signals from the time domain to the frequency domain, revealing their
spectral content. Its applications span audio and video processing, GPS, and medical
imaging. The fast Fourier transform (FFT) algorithm efficiently computes the DFT,
enabling its use in large-scale problems. When a signal’s energy is concentrated in
a few frequencies, the resulting DF'T has a sparse structure that can be exploited:
The sparse Fast Fourier transform (sFFT), introduced by [14], computes the sparse
DFT more efficiently than FFT. Noisy signals present additional challenges, as energy
leakage can occur in the decomposition. When the signal-to-noise ratio is sufficient,
most energy remains concentrated in a few dominant frequencies. The sFFT can
approximate sparse DFTs under such conditions, with theoretical guarantees for error
bounds [13].

This work extends the sFFT framework to handle the more complex setting of
noisy signals with missing values, a problem that is particularly relevant in X-ray
image processing for crystals. A key motivation for this work lies in materials science,
particularly in the study of order-disorder transitions in crystals. In that case, the
useful signal, the ”disorder”, is small and masked by the rest of the structure which
is still primarily crystalline. Therefore the X-ray diffraction from such a structure
will not have useful signal around the Bragg peaks of the unperturbed structure and
needs to be removed before attempting to reconstruct the features of the disorder.
The missing signal values at those locations implies that the inversion of the disorder
is underdetermined. These investigations often focus on analyzing the local structure
of crystals using the total pair distribution function (PDF), which is the Fourier
transform of the total scattering intensity [27]. For diffraction experiments on single
crystals, this is referred to as the total three-dimensional PDF (3D-PDF) [28, 31],
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providing detailed information about interatomic vectors.

While single crystal diffraction is more experimentally challenging than powder
diffraction, it yields three-dimensional diffraction data. Unlike the powder PDF, which
describes the distribution of distances between atom pairs, the 3D-PDF provides full
information about interatomic vectors. The 3D-APDF isolates disorder-related fea-
tures by removing Bragg peaks that represent the average structure, leaving only
information about structural deviations [28]. Recovering the 3D-APDF from total
scattering data is inherently challenging, as Bragg peaks must be accurately sub-
tracted and the remaining data reconstructed with minimal artifacts. Earlier meth-
ods, such as the punch-and-fill algorithm [17], including our own innovation such as
the Julia package LaplaceInterpolation.jl [22], relies on interpolation to address
this problem. However, these approaches often introduced sharp edges, leading to
unintended ripples or noise in the resulting PDF (see §4.2 for more details).

The 3D-APDF is inherently sparse, with nonzero values appearing only at dis-
crete features encoding pairwise interatomic vector probabilities. We formulate the
signal recovery as a regularized least-squares problem with an ¢;-norm penalty to en-
force sparsity. Our approach reduces interpolation artifacts such as ripples and yields
a reconstruction that is more consistent with physical interpretations. It leverages
DFT sparsity by employing an ¢; penalty, a computationally feasible relaxation of
the £y constraint. It promotes sparsity while minimizing the squared error between
the observed and predicted signals. The reconstruction process uses only available
data plus its sparsity structure, ensuring more accurate signal recovery compared to
the punch-and-fill method which needs to impute the signal through interpolation in
a large image area. Since the diffraction image is three dimensional [31] the problem
is much larger than compressed sensing over the much more common two dimensional
images and routinely results in several hundred million voxels. Moreover, continuous
improvements in sensor technology (for example, the advanced photon source (APS)
upgrade) will increase the number of voxels significantly [26]. To simplify computa-
tions, the problem is reformulated in the real domain through one-to-one mappings,
which eliminate the need to explicitly manage DFT conjugate symmetry constraints.
This transformation reformulates the problem as a LASSO problem, a well-established
framework for sparse regression. It also enables the use of real FFT and IFFT, which
are computationally more efficient in terms of storage and computation.

There exist numerous first-order methods to solve the compressed sensing prob-
lem: Examples include gradient project sparse reconstruction problem [8], proximal
forward-backward splitting method [7], Nesterov’s algorithm [2], fixed point contin-
uation active set [32], and alternating direction method of multipliers (ADMM) [4].
While first-order methods are widely used due to their simplicity and scalability, the
second-order methods benefit from stronger convergence guarantees [6] and may be
very competitive with first-order methods provided the required linear algebra can run
efficiently on the target architectures [9]. For that reason, we employ a primal-dual
IPM [33], in line with the methods proposed earlier in [16, 23]. IPM requires solving
a sequence of Newton linear systems, which can be computationally expensive. In
particular, the Newton linear systems become ill-conditioned close to convergence,
making it increasingly challenging to solve the linear systems using iterative meth-
ods. As a consequence, the linear systems in IPMs are solved primarly with direct
linear algebra [34, 12]. Several iterative approaches have been proposed [11, 12], but
all require an efficient preconditioner to be tractable. Fortunately, provided such a
preconditioner exists, the matrix-free IPM variant has a structure favorable for GPU
acceleration [25]. Here, the large-scale dimension of the compressed sensing problem
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anyway prohibits the use of direct solvers in IPM, leaving the matrix-free variant as
the only tractable option. The authors in [23] are using a generic IPM method to
solve compressed sensing problems, using LSQR, [21] to solve the Newton systems. In
a direction very similar to our work, [9] also proposed an IPM where the Newton sys-
tems are solved using preconditioned CG: by using the restricted isometry property
(RIP), they proved the eigenvalues of the preconditioned Newton matrix are clustered
around one, allowing CG to converge in few iterations. For a different regularization
than the one discussed here, we note that [1] proposed a version of an interior-point
method whose Newton system matrix has a bounded condition number and can be
in principled be approached with preconditioned Krylov methods as we propose here
as well.

Several packages exist for solving interior-point method (IPM) problems, but few
offer support for matrix-free linear solvers. This limitation applies to libraries such as
IPOPT [35] and KNITRO [5]. In contrast, the package MadNLP. j1 [24] supports various
KKT formulations and matrix-free linear solvers, enabling users to choose solvers
tailored to their problem structure.

Given the computational demands of high-resolution 3D-APDF recovery, we ac-
celerate the process using GPUs and provide a Julia implementation. Our code re-
lies on primal-dual IPM (MadNLP. j1), Krylov solvers (Krylov.jl), and FFT toolkit
(cuFFT): all packages are optimized to leverage GPU parallelism, ensuring scalability
for problems involving hundreds of millions of variables. We outline the contributions
of the paper below.

Contributions. This paper introduces a scalable method for sparse discrete
Fourier transform (sDFT) recovery under noisy and incomplete conditions, with the
following key contributions:

e Sparse DFT formulation: Reformulation of the recovery problem as an
{1-regularized least-squares optimization in the real domain where it is sparse.

e New analysis framework: We introduce a new framework in §3 for an-
alyzing the preconditioned CG steps for a class of primal-dual IPMs and
bounding the condition number of the iteration matrix on one of the stan-
dard IPM central-path neighborhoods. When applied to the problem at hand
it produces estimates comparable to [9] for the same problem class. However,
as we will explain in §3, our results rely only on classical estimates for inte-
rior point methods [34] which makes them applicable in principle beyond the
cases discussed here, including to ¢;-regularized quadratic programming. We
discuss this issue in detail in Remark 2.

e Matrix-free KKT operators: Development of matrix-free KKT opera-
tors for each iteration of the interior-point method (IPM). The approach
leverages tailored preconditioners, Krylov subspace methods, and FFT-based
techniques to efficiently solve large-scale systems.

e GPU-accelerated implementation: Building on our previous work with
Julia-based GPU-accelerated libraries such as MadNLP.jl and Krylov.jl,
we have developed CompressedSensingIPM.jl. This package provides an
interface specifically designed to simplify the resolution of compressed sensing
problems, while leveraging the capabilities of these high-performance libraries.
We will demonstrate this package on problems with hundreds of millions of
variables in §5.

e Applications in crystallography: The approach helps understand the
order-disorder transitions in materials by mitigating artifacts from traditional
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interpolation methods in X-ray crystallography. We demonstrate this for ac-
curate recovery of 3D-APDFs on real X-ray crystallographical data from a
slightly disordered Molybdenum Vanadium Dioxide crystal in §4.

Summary. The remainder of this paper is organized as follows. In §2, we intro-
duce the notations. §3 details the formulation of the optimization problem, outlines
the algorithmic framework, and provides theoretical guarantees for the proposed al-
gorithm. §4 describes the application problems and the datasets used. §5 presents
numerical results, demonstrating the scalability and performance of our approach.
Finally, §6 summarizes our contributions and discusses potential future directions.

2. Notations. Vectors are represented by bold-faced lower-case letters (for in-
stance, x). Scalars are represented by lower-case letters (for instance, n). We denote

e =1, ,l]T the vector of all ones and 0 = [0,--- ,O}T the vector of all ze-
ros. The indexing for a vector  of length n starts from 0 and ends at n — 1, i.e.
T = [a:o, cee a:n_l]T. We use a subscript to denote an element of a vector, i.e. x;.
For a vector x, diag(x) represents a diagonal matrix with the i*" diagonal entry being
x;. [n] represents the set {0,1,...,n—1}. @1.2_; is a column vector [acl, ... ,:B%,l]T.
We denote M as a subset of the set [n], and [n]\M denotes the complement set of M
in [n]. |A| represents the cardinality of set .A. For a vector x of length n and A C [n],
x 4 refers to the subvector of  indexed by the set A. Matrices are represented by
upper-case letters (such as, A). If A is a n x n matrix, then A; means the 3t row of
A. For two sets A, B C [n], A4 is a submatrix of A containing all the rows indexed by
A and A 4«5 is a submatrix of A containing rows indexed by A and columns indexed
by B. We denote I as identity matrix and 0 as the matrix of all zeros. Let a be a
complex number. @ means the conjugate of a. Re(a) refers to the real part of a, I'm(a)
refers to the imaginary part of a and |a| = \/Re(a)? + Im(a)2. We note i = /—1

the imaginary number. ||x||; = Z::Ol |z;| and ||z|2 = \/Z:-:Ol |z;|? define the usual
vectorial norms. For two vectors @,y € R", & > (>)y means x; > (>)y; for any
i € [n]. For two matrices A, B € R"*", A > 0 means A is a positive definite matrix
and A > B means A — B > 0. For two scalars a and b, we say a = O(b) if there exist
constants ¢; and ¢y such that ¢;b < a < eb.

3. Problem formulation. In this section, we detail the formulation of the com-
pressed sensing problem. We aim at improving the resolution of a signal with missing
values, under the assumption that its DFT is sparse. For simplicity, we focus the
presentation of the abstraction on one-dimensional data of even length. The trans-
formation between a real signal € R™ and its DFT v € C™ is given by

v=DFT(x) <= «=IDFT(v).

The DFT is defined as
1 n—1 )
v = %;aﬂkw]’, for k=0,...,n—1,
where w = e~ % . The IDFT is defined as

n—1
1 .
:72:*%- for k=0,....n—1.
Ty \/ﬁjzow v;, Tlor s ,n
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The DFT and IDFT can be represented as linear operators using the following unitary
matrix:

1 1 1 1
1 w w? wnt
C— i 1 w2 UJ4 .. an—Q
Jn
1 "=l 2m—2 ... w(n—l)z

Using this Vandermonde matrix, the transformations can be compactly expressed as
v =Cz and £ = C"wv, where C* denotes the conjugate transpose of C.

Since the signal x is real, its DF'T v must be conjugate symmetric by definition,
which means v lies in the subspace

J-'z{ve(C"|v0€R;v% ER;vk:vn_kforkzl,...,g—l}.

If the length of the signal x is odd, the DFT v satisfies

1
vef::{ve(C"|v0€R;vk:vnk for kzl,...,n;_ }

We discuss the odd case here only to point out the slight difference of the subspace
definition from the even case; in the sequel we discuss the even case only.

In practice, the observed signal x is not only noisy but also incomplete. We assume
the noisy signal b follows an additive noise model b = x + €, where x represents the
true signal, € denotes the noise. In addition, the noisy signal b also has missing
values. Let M denote the set of indices corresponding to the missing entries. To
simplify notation, we denote the observed signal as b := by, A, Where b contains

only the observed values from the noisy signal b. A common approach to recover the
DFT v is by solving the constrained least-squares problem in complex numbers

(3.1) min

2
Iin b— (IDFT(U))[n]\MH subject to v € F.

This optimization problem is challenging due to the feasibility constraint v € F. To
address this issue, we introduce two one-to-one mappings. It helps transform (3.1)
into the real domain and eliminate the feasibility constraint. The first maps the DFT
v € C" to a real vector 8 € R", defined as

(32) /8 = [U07 vz, \/iRe(vl:%fl)a ﬁIm(vlzgfl)]T'
We can also express this mapping as a matrix-vector product 3 = Bv, where

1

N
S

c CTLXYL

S-S
S-S

|
sl
sl
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Its inverse mapping is given by

1)07,60’ ’v%:ﬁh
(3-3) ”k:%(ﬁk+1+i~ﬁk+g) for k=1,...,% -1,
V=0, for k=4+1,...,n—1

Because the matrix B is unitary (BBY = BB = I,,), the inverse mapping can also
be expressed as a matrix-vector product v = B3, where B is the adjoint of B.
The mappings ensure IDFT (v) = AB where A € R™*" is a real orthogonal matrix.
To verify this, we observe that the k'* component of IDFT(v) satisfies

(3.4)

vo + (—)*vy + S E T+ TITh o )
v + (—1) vy + Zf:lle’“vj + Z;:%ij’“m)
vo + (—1)Fvg + 325 @, + Zf:w("—j)’%ﬁ)
)
)

(
(
(
= &= (w0 -+ (C1)Fog + S @, + T i)
(
(
(

v + (1) vy + Zf:?QRe(Ejkvj))

vo + (—1)*vg + I 2Re(@ ) Re(v;) - S 15 20m(@*) Im(v) )

Bo+ (—1" i+ L VRRe@ )81 - £ V2Im@)8,, 1 )

A is a real matrix because, for any row k, the coefficients of 3 are multiplied by real
coefficients. Since A = CHBH  where B and C are unitary matrices, A is orthogonal.
We construct analogous mappings such that IDFT(v) = AB for both the two- and
three-dimensional problems. A detailed explanation of these mappings is available in
the documentation of the Julia package CompressedSensingIPM. j1.

Next, we define two submatrices of A encoding the missing values

(3.5) M = AM and MJ_ = A[n]\M~

The complex optimization problem (3.1) becomes equivalent to an unconstrained
quadratic optimization problem

min ||b— M 2,
min [lb— 2.6

We observe that, with our mappings, sparsity in v induces sparsity in 3, and vice
versa. This mutual relationship ensures that imposing a sparse structure on one of
these variables automatically constrains the other to have a matching sparsity pattern.
To enforce the sparse structure in the solution 3, we introduce an #; penalty term on
B to derive a least absolute shrinkage and selection operator (LASSO) problem

(3.6) B* :agggin b =M. Bl5 + A8,
o

where A € R, is the penalty parameter.
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3.1. Matrix-free operators. While the dense matrix M can be directly de-
fined from A, it is unnecessary to explicitly store M | in practice. The computational
cost and memory requirements of a dense matrix-vector multiplication are signifi-
cantly higher than those of an operator-vector product, where the operator is imple-
mented as an FFT call combined with a mapping. For 8 € R” and b € R*~ Ml
the matrix-vector multiplications M| 3 and M| b can be efficiently computed using
real-to-complex DFT and complex-to-real IDF'T operations, combined with the ap-
propriate mapping. This approach significantly reduces memory usage and improves
efficiency due to the O(nlogn) complexity of FFT-based computations. For M, 3,
using the mapping in (3.4), we have

(3.7) M1 B = (AB)ppm = (IDFT(v))pp i,

where v is mapped from 3 via (3.3). For MIb, the orthogonality of A ensures the
existence of a unique vector £ € R™ such that

(3.8) M &E=b, ME=0.
Moreover, by the definition of M and M, in (3.5), we observe that
(3.9) E=16=ATAE =M M €+ M ME=Mb+M"0=Mb.

Thus, the problem is transferred to computing §. To achieve this, we construct a
vector b € R™ with by = 0 and b[ \m = b. We further note that (3.8) is equivalent
to

(3.10) £=ATb=DFT(u),

where u € F is mapped from the real vector b following the mapping defined in (3.3).

2. Karush-Kuhn-Tucker stationary conditions. We linearize the {; pen-
alty in the problem (3.6) using an elastic reformulation. It amounts to introduce
additional decision variables z € R™, solution of the new optimization problem:

. 1 2 T
min _ 5||b— M + e z
(3.11) BER™ zER™ el LBl
subject to —z < 3 < z.

We rewrite the problem (3.11) in standard form by introducing two positive slack
variables s1, 82 € R’.. Problem (3.11) becomes equivalent to the quadratic program

(QP):
min  i[b— M, B> + Xe'z,

B,z,51,82
(3.12) subject to z+8—s1 =0,
z—0B—5=0,
(s1,82) > 0.

We denote by s = (s1,82) the slack variables, y = (y1,¥2) € R?" the multipliers
associated to the two equality constraints, and v = (v1,v5) € R?*" the multipliers
associated to the two bound constraints. We define the Lagrangian of (3.12) as:

(3.13) L(B,z,s,y,v)
=o-MBIP+rez+y (s1—B—2)+y; (s2—2+B)—vs1—v, 8.
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The KKT conditions of problem (3.12) are

M (M B—b)—yi+y,=0
Ae—y1 —y2=0

y1—v1 =0

Yy —ve =0

z+B8—-8=0
z—B3—5,=0
0<s;Lvy 20
0<s2 Ly 2>20

(3.14)

As the Problem (3.12) is convex, the primal-dual solution (8*,z*,s*,y*,v*) is an
optimal solution of (3.12) if and only if it satisfies the KKT conditions (3.14).

We analyze further the well-posedness of (3.14) by looking at the constraints
qualifications. We note g(3, z, 8) := (z+B—581,2—B3—52) | the equality constraints,
and h(B, z, s) := s the inequality constraints. The active set is defined as

(3.15) B={ic2n]|s =0},

and we note hp(-) the vector containing the components of h(-) for ¢ € B. The
active set satisfying strict complementarity is defined as: By = {i € B | v; >
0 for some v satisfying (3.14)}.

Observe that if both s;; = 0 and s9; = 0 hold, then the constraints imply 5; =
z; = 0 and the variable 3; becomes inactive. A contrario, we define the set of active
variables:

(3.16) A={icl|]>0}.
Observe that z; > 0 for all i € A. We note the active submatrix keeping only the
active columns in M as N4 := (ML), a.

AssuMPTION 3.1 (Linear independence constraint qualification (LICQ)). We say
that the linear independence constraint qualification (LICQ) holds at (B, z,s) if the
set of active constraint gradients {Vgi(B, 2z, 8) }icjzn) U {Vhi(B, 2, 8) }icp is linearly
independent.

The condition LICQ ensures that there exists an unique dual multiplier (y,v) satis-
fying the KKT conditions (3.14) at the solution. Similarly, the following condition
gives the uniqueness of the primal solution.

ASSUMPTION 3.2 (Second-order sufficient condition (SOSC)). We say that the
second-order sufficient condition (SOSC) holds at (83, z, 8) if for all multipliers (y, v)
satisfying (3.14) there exists a constant « > 0 such that

(3.17a) AT (V% LBz 5 )} > ofd) |
for all directions d € R*™ satisfying

Vai(B,2z,8)'d=0 Vie[2n],
(3.17b) Vhi(B,z,8)'d=0 VieB,,
Vhi(B,z,8)'d>0 VieB\B,.
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The strict complementarity condition ensures that B = B..

ASSUMPTION 3.3 (Strict complementarity condition (SCS)). We say that the
primal-dual solution (s*,v*) satisfies strict complementarity if s + v} > 0 for all
i € [2n].

In the following proposition, we prove that the QP (3.12) satisfies LICQ and
SOSC under certain assumptions.

PROPOSITION 3.4. The problem (3.12) satisfies LICQ. If SCS hold and the active
submatriz N 4 is full row rank, then the problem (3.12) also satisfies SOSC.

Proof. The constraints of (3.12) are affine, and their Jacobian is

I I -1 0
—1 I 0 —I
(3.18) T=1"0 0 I o
00 0 I

We observe that the Jacobian J is full row-rank, implying the gradient of the con-
straints are linearly independent and LICQ holds.
Let d = (dg,d.,ds) € R satisfying (3.17b). First, note that

(3.19) d"{Vis.sl(B, 2 8y v)}d=dsM Mdgs .

Under SCS, the conditions (3.17b) imply that

(d.)i + (dg)i — (ds, )i =0 Vie[n],
(3.20) (d.)i —(dg)i — (ds,)i =0 Vie[n],

Suppose that the variable ¢ is inactive: ¢ € [n] \ A. Then we have both s1; = 0 and
82, = 0, implying (ds,); = (ds,); = 0. Hence, the conditions (3.17b) implies that
(dg); = 0 for all i € [n]\ . A. Hence, if d satisfies (3.17b), the equation (3.19) simplifies
as

(3.21) d"{Vis.sL(B, 2 8,y,v)}d=dsM] M ds = (dg) aN 1 Na(dp) .4 -

Note 01 = omin(N4) the smallest singular value of the active submatrix N4. If we
suppose N 4 is full row rank, we have o1 > 0, and

(3.22) (dg) AN A Na(dg)a = otll(dg)all® -

For all i € [n]\ A, we have that (dg); = (d.); = (ds,); = (ds,); = 0. On the active set
i € A, we have either (ds,); = 0 or (ds,); = 0. Thus in turn implies: |(d,);| = |(dg)i]-
As (ds,)i + (ds,)i = 2(dp)i, we deduce that ||d.| = ||dg| and ||ds|| = 2||ds||. As
ldsll = |I(dg).all, we can bound the expression in the right-hand-side of (3.22) below
by a multiple of ||d||>. Hence concluding the proof. 0

Proposition 3.4 requires both SCS and a full-rank active submatrix N4. On
the one hand, SCS may fail to hold for some values of the penalty term A, so this
assumption is restrictive. On the other hand as A is either fixed or sampled; we believe
it is reasonable to assume it for the instance of the problem we are solving. Also, the
matrix N4 is likely to be full row-rank is the solution g is very sparse, meaning we
keep only a few columns in N 4.
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3.3. Primal-dual interior-point method. We solve (3.14) using a primal-
dual interior-point method. For a barrier term g > 0, the KKT equations (3.14) are
reformulated as a smooth system of equations using a homotopy method [33]. For a
fixed barrier term p, the primal-dual interior-point method solves the following system
of nonlinear equations:

M[(MiB—b)—y1+y2=0,
Ae—y1—y2=0,

y1—v1 =0,

Yy —v2 =0,

z+B-5=0,
z—B—58=0,

SiVie=pe, (s1,v1)>0,
SoVoe = pe, (s2,v3) >0,

(3.23)

where we have defined the diagonal matrices
(3.24) S; = diag(s1), So=diag(s2), Vi =diag(v1) Vo= diag(re).

Once the iterate is sufficiently close to the central path, the barrier parameter p
is decreased. For feasible primal-dual interior points not on the central path, it is
customary to define p with the duality measure:

1
(3.25) = %(Virsl + vy 89);

observe that this identity holds intrinsically when (3.23) holds. As p — 0, we recover
the original KKT conditions (3.14).

DEFINITION 3.5 (Centrality conditions). For parameters C > 0 and v € (0,1),
we say that the primal-dual iterate (B3, z,s,y,v) satisfies the centrality conditions f

V(6,25 L(B, 2,8y, V)| <Cpu,

|z =B — sl < Cu,

|2+ B8 — sa2f| < O,

(s,v) >0, sypzyu, Vi=1---,2n.

(3.26)

3.4. KKT linear systems. The nonlinear system (3.23) is solved iteratively by
a Newton method. The method ensures that the iterates have enough centrality; that
is, by adjusting the right hand side of the Newton system and line search to ensure
that (3.26) hold; see [33, 34].

3.4.1. Augmented KKT system. At each iteration, the primal-dual interior-
point method solves the following augmented KKT system:

MM, 0 0 0 -I I|[AB r

0 0 0 0 —-I —I||Az T

0 0 21 0 —I 0 ASl I

(327) 0 0 0 22 0 -1 ASQ o T4
-1 -1 I 0 0 0| |Ay rs

I —I 0 —1I 0 0 Ayg Te
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with
(3.28) Y =87V, and ¥, := S5V,

By construction, X1 and Xy are two positive definite diagonal matrices: (31); > 0
and (¥3);; > 0 for all i = 1,...,n. The right-hand side is given as r = M| (b —
MiB)—y1+y2, 2= e~y —Y2, T3 =Y1 — V1, T4 = Y2 — Vo, T5 = 2 + 3 — 51,
and 7 = 2z + 3 — So.

3.4.2. Condensed KKT system. We reduce the KKT system (3.27) by ex-
ploiting its structure. The first step is to remove the slack variables. We note that
(3.27) implies that

(329) ASl = 21_1(1"3 + Ay1), ASQ = 22_1(1“4 + Ay2)

As such, (3.27) rewrites equivalently as a 4 X 4 system:

MM, 0 -I I AB 1

0 0 -1 -1 Az | o
(3.30) -1 -1 =% 0 Ay |~ |rs+ 37"
I I 0 -5 Ay re + Xy 1y

We can remove (Ay;, Ays) from (3.30) by noting that
(331) Ayl = 21(—A6 — Az — rs — 21_17‘3), Ayg = Eg(Aﬁ — Az — Te — 22_17‘4).

We obtain the 2 x 2 condensed KKT system:

L MIMJ_+A1 A2 Aﬂ 7B
(3.32) K = A, Al az| = ||
where we define the diagonal matrices
(333) Al = 21 + 22 and A2 == 21 - 22 .

The right-hand-sides are defined respectively as:

7’[3 =Ty — 21(7’5 =+ 21_17'3) —+ EQ(TG —+ 22_17‘4) =71 —7T3 + T4 — 217”5 —+ 227“6,

Te (=T — 21(7’5 —+ 21_17‘3) — EQ(TG —+ 22_17‘4) =T2 —T3 — T4 — 217‘5 — 227‘6.

The choice of the barrier parameter p depends on the IPM implementation we are
using, but the condensed KKT structure (3.32) remains the same.

3.5. Krylov methods and preconditioners. We aim at solving (3.32) using
a matrix-free linear solving to avoid explicitly materializing M, . For that we can use
Krylov methods such as CG, CR [15], or CAR [20] dedicated to symmetric positive
definite sytems. First, we look at the behavior of the diagonal matrices A; and Ag
close to optimality. We note (3*, z*,s*) the primal solution and (y*,v*) the dual
solution of (3.12). Note that the KKT conditions imply that y7 = v{ and y5 = v3,
hence the bound multipliers (v7, 1) satisfy
(334) {MI (MiB" = b") —vf +v5 =0,

de —vi—v;=0.
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We introduce the three disjoint sets:

(3.35) Iy ={i B >0}, I.=A{i|B; <0}, Zo={i|B;=0;}.
Note that Zy UZ_UZy = {1,--- ,n} and the set of active variables (3.16) satisfies
A - I_;,_ U I_.

Supposing strict complementarity hold, we get the following relations:

i€l = vi;=0,v3,>0 = vy, =X,
(3.36) Z c 1-7 — Vik’i > O 5 V;,i == 0 — Vii - )\ 5
i€y = vi;>0,v3, >0 = vi,+vi;,=A\.
PROPOSITION 3.6. Let (B*,z*,s*,y*,v*) be a primal-dual stationary solution
of (3.14) satisfying the strict complementarity condition. Suppose that the active

submatriz N is full row rank. Then, for all the iterates satisfying the centrality
conditions (3.26) we have that:

i€ly = 81, =06(1), vi; =06(n)
(3.37) i€l — 81, =0, vi,=0(); s5,=0(1), v5; =0(u),

;= 0O(1); 83, =0(u), v3; =06(1).

3

; Sg,i = @(M> ) V%,i = 9(1) )

i€ly = 81,=06(u), vy

Proof. Using Proposition 3.4, the problem (3.12) satisfies LICQ and SOSC un-
der our assumptions. We know that LICQ implies the less restrictive Mangasarian-
Fromovitz Constraint Qualification (MFCQ). By applying [34, Lemma 3.2] to (s, z),
we get the results listed in (3.37), hence concluding the proof. |

As a direct corollary, we get the following results for the diagonal matrices
and Yo defined in (3.28).

COROLLARY 3.7. Let (8*,z*,s*,y*,v*) be a primal-dual stationary solution of
(3.14) satisfying the strict complementarity condition. Suppose that the active subma-
trix N4 s full row rank. Then, we get the following speed of convergence for all the
iterates satisfying the centrality conditions (3.26):

o Fori€ Iy, (X1)u=0(n), (X2)i = @(i);

e Foriel_, (Zl)ii = @(%), (22)” = @(M),‘

e Fori eIy, (El)” = @(ﬁ), (22)“‘ = @(%)
In all cases, we get (A1) = @(%)

To improve the convergence of Krylov methods on KKT systems, we study the
preconditioner

(3.39) Pi= [I“h AQ} .

Ao Ay

We note that P is very similar to the preconditioner introduced earlier in [9]; the
only difference being they multiply the identity matrix by a scalar dependent on the
percentage of missing data.

We define the following diagonal matrices:

(339) B := (Al - A2(I+A1)71A2) 5 D = (Al(I-l-Al) - A%) .

As all the matrices appearing in B are diagonal, we have B = (I + Al)*l(Al(I +
A1) —A3) = (I4+A1)"'D. We explicit further the structure of the matrices B and D.
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PROPOSITION 3.8. The matrices B and D are positive definite, and D = ¥ +
Yo + 4312,

Proof. We have A; = 0, implying (I +A;) = 0. Additionally, D = A; +A2 — A2 =
Y1+ e+ (21 + 22)2 — (21 — 22)2 =31+ 39 +4%135. As ¥ and Yo are positive
definite, we deduce A;(I + A;) — A3 = 0, concluding the proof. 0

PROPOSITION 3.9. The inverse of the preconditioner P~ is given by

AD™!  —AyD!
-1 _ 1 2
(3.40) P=1 00, g

Proof. Using the block-inversion formula, we have that

P_1 _ (I+A1)_1 + (I+A1)_1A2B_1A2(I+A1)_l —(I+A1)_1A2B_1
B —BilAQ(I—FAl)il B! :

As all the matrices are diagonal and B~ = D~1(I + A;), we get the expressions of
the blocks (1,2) and (2,1). Last, observe that as the diagonal matrices commute:

(I+ M) (1 + AaB Ao + Al)‘1> — (I 4+ Ay (I n AQD—1A2)
={I+M)""(D+A3)D!
=AD™!
Concluding the proof. ]
According to Proposition 3.8, the (1,1) block in (3.40) simplifies as
(3.41) AD™ = (1 +20) (81 + Zo +45, %) L= (S 4+ (E P+ 8 +4) 7T

As all the diagonal matrices X7 and X5 are positive, we get that the diagonal values
(A;D~1);; are bounded between 0 and 1 for all i € [n].

PROPOSITION 3.10. The preconditioned matriz P~ K satisfies

I+MD Y (MM, —1) 0

—1 o
(3.42) POK =1 pong MM, 1) I

Proof. We compute the four blocks in P~'K one by one using (3.40). First,
(PYK);y = AM\D Y (M[ M, +A)) —AyD Ay = A\D'M [ M, + D7Y(A2 — A2)
=MD 'M M, — DA, +1,
where the last simplification comes from the definition of D in (3.39). Second,
(P7'K)12 =MD '"Ay — AyD7'A; =0,
(P K)o = —D'A2+ B7'A, = DY (I + M)A — A2+ B7Y) = 1.
Finally,
(PK)yy = =D YAy(M [ M, +A) + B71A,
= D 'AM[ M, — D 'AyAy + DI + Ap)As
=-D "Ao(MM, —1).

Concluding the proof. 0
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We note that the (1,2) block is 0 and the block (2,2) is the identity. We are
interested in the asymptotic behavior of the preconditioned matrix P~'K as we drive
the barrier parameter to 0. Without loss of generality, we suppose in the following
that the variables are ordered in the order (Z;,Z_,Zp).

PROPOSITION 3.11. Let (B*,z*,s*,y*,v*) be a primal-dual stationary solution
of (3.14) satisfying the strict complementarity condition. Suppose that the active
submatriz N4 is full row rank. Then, for p — 0 we get the following limit for the
(1,1) and (2,1) blocks:

) (MM )z, xz., (M]IMi)z,xz. (M My)z, xz,
(343a) (P'K)u— (M M)z vz, (MIM\)z xz. (M[M)1 x1,| ,

L
0 0 I7,% 1,
(3.43b)
) (MM, — 1)z, xz, (M M)z, xz_ (M M)z, xz,
(P'K)oy = | (-M[M)z xz, (I-M[M)z «vz. (-M[Mi)z x1,]| ,
0 0 0

Proof. Following Proposition 3.8, D = %1 + X5 + 4% %,. Using Proposition 3.7,
we get that

(3.44) (X132)z, =0(1), (X132)z. =0(1), (¥1%2)7, =0 <M12) .
As a consequence, we deduce that, as p — 0,
e Forie I+7 (AlD_l)“' — 1 and (AQ.D_l)iZ' — —1;
e ForieZ_, (AlD_l)”‘ — 1 and (AQD_I),”‘ — 1;
e For i € 1, (AlD_l)ii — 0 and (AQD_l)ii — 0.
Using the formula of the preconditioner given in (3.42), we get the two limits listed
in (3.43). d

The repartition of the eigenvalues in the preconditioned matrix P~'K depends
on the sparsity of the solution 3*. Using Proposition 3.11 together with (3.42) and
(3.43), we get that the eigenvalue 1 has multiplicity 2n — ¢, where ¢ is the number of
nonzeroes elements in the sparse vector 8*: ¢ = |Z| + |Z_| = |A|. The sparser the
solution, the better the preconditioner. Going one step further, we note the matrix:

(3.45) 0 = (MIMy)z, xz, (M]Mi)z, x1_
(M M)z 7, (M{M)z «1_ 7

Let A\p = Apmin(Q%) and Ay = Az (QF). We note the spectral condition number  of

a matrix A the number: k(A) := i%zgﬁ; (it is equivalent to the Euclidean condition

number if the matrix A is symmetric).
The following result estimates the asymptotic behavior of the conditioning number
k(P~1K) as the barrier y is reduced to 0.

PROPOSITION 3.12. Let P~YK be the preconditioned matriz defined in (3.42). If
the solution of (3.14) satisfies strict complementarity and the active submatriz N4 is
full row rank, the spectral condition number K, 1= k(P71K) converges to

. max{1, A¢}
4 1 ==
(3.46) ulg%) Fou min{1, \; }
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In particular, this implies that the condition number of the preconditioned matrix is
bounded on the entire “large” neighborhood of the central path (3.26).

Proof. This follows as a corollary of Proposition 3.11, noting that in the limit,
spec(P1K) = {1} U spec(Q*). 0

REMARK 1. We have proved that the spectral condition number of the precondi-
tioned matriz k, == k(P~'K) is bounded along the interior-point iterations, without
using the regularization procedure described in [11]. Moreover, under our assumptions
the spectral condition number converges to a fized value depending only on Apin (Q*)
and Moo (Q*). This is important, as the error made by the CG iterates can be bounded
above by (see [10, Chapter 10]):

VEg—1
VEu +

The significance of this result is that, if bound stays constant on the entire problem
class, then the algorithm presented here is scalable (in the sense that the total effort
is bounded above by the number of preconditioned conjugate gradient iterations times
the effort per iteration). As different from [11], our method does mot require the
computation of an incomplete Cholesky factorization to update the preconditioner at
each IPM iteration, which would be intractable in our case. For the algorithm proposed
here it can shown to be quasilinear (limited by the effort of the FFT applications which
can be O(nlog? n) for some small factor p) and the scalability is indeed demonstrated
in §5. Given that key matriz Apmin (Q*) is a submatriz of an outer product of orthogonal
vectors, and a very small matriz if the solution is sparse, it can be expected that the
limiting condition number (3.46) will be O(1), similar to [9]. This statement can be
made precise in probability if the rows of M, are drawn at random [6] and is partially
responsible for the success of compressed sensing in terms of recovery power.

(347) Hwk - w*||P—1/2KP—1/2 < 2( ) ||£130 - w*‘lP*1/2KP*1/2 .

REMARK 2. Proposition 3.12 establishes a slightly different result than in [9],
which uses an alternative method based on the restricted isoperimetry property (RIP)
of the matriz M, to derive similar bounds on the condition number of the precondi-
tioned matriz. As that reference leverages the problem’s structure, the bounds derived
in [9] require more stringent assumptions, but hold at all IPM iterations. The result
can be summarized as follows. It uses a formulation slightly different than ours for
the compressed sensing problem: For F = [ML, —ML] , it investigates the behavior of
the condensed KKT system

(3.48) (@ '+ FFAz =1,

with ©71 = §717Z € R?"*2" gnd r € R?" a given right-hand-side. Let K = @71 +
FFT and the preconditioner P = ©~' + pI, defined for p = . As we approach
convergence, most entries in ©~1 become very large. For a given C >> 1, we note the

number of small components | := #(@j_1 < C). Assuming:
(P1) M, has rows close to orthonormal (there exists a small § such that |[M M| —
Il < 8);
(P2) M, satisfies a variant of the RIP: every l columns of M, are almost or-
thogonal and have similar norms (for every matriz B composed of arbitrary
I columns of M, there exists 6; such that ||pBT B — I|| < ;).
Under (P1) and (P2), the cited reference proves in [9, Lemma 1, p.14] the eigenvalues
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of the matrizr P~1K are clustered around 1: for all X € spec(P~1K),

1(1+5-p+2V1+0)°

A4 A—1]<é )
(3.49) A= <a+ 5.

The parameter C depends on p: as p decreases to 0, we can prove that lim, .o C(p) =
+00. Using the bounds (3.49) in our case, and noting that we assume row orthogonality
(implying 6 = 0), we get that at the limit |\ — 1| < §;, leading to the following
alternative bounds on the preconditioned matriz:

. 149
(3.50) }ng%) Ky = 3

a very similar result to this work.

Our result, however, is asymptotic in nature, it depends only on the conditioning
of the matriz Q* — a subset of the matriz MIML — whereas the constant §; used in
[9] depends on all the data in M| M, and it is intimately connected to RIP in (P2).
RIP is a very suitable assumption when the rows of M, are drawn at random [6].
On the other hand, when the missing data pattern is fized and very structured, as is
the case in our application, verifying RIP is NP-hard [29]. Moreover, as our analysis
shows, the good behavior is important only for the “terminal” submatriz Q*, some-
thing far more likely to occur in practice. While not resulting in a materially better
a priori bound than [9] for this class, the less restrictive assumptions in our work
allow in principle to explain good behavior of preconditioned conjugate interior point
approaches for other application settings, including ¢1-regularized quadratic program-
ming (through the substitution MIML — Qq, the matriz of the quadratic program,
provided that the corresponding limit (3.46) is small enough).

4. Applications. We demonstrate our approach on two datasets, namely a syn-
thetic dataset and a real dataset that arises in material science. Below, we describe
the details of experimental setting.

4.1. Synthetic Dataset. We generate synthetic datasets that are noisy and
have missing values. The true signal & € RV=*NyXN= i5 generated from

(4.1)

X = | cos 2—7Tz + 2sin 2—7Tz X | cos 2—7T 27 ] + 2sin 21 29
k= N, N, N, N,

X (cos (?\;r : Sk) + 2sin <]2\;T 3k>) for ¢ € [Ng],j € [Ny], k € [N,].

The noise € € RN=*NuXN= hag all entries #d drawn from a uniform distribution
between 0 and 1. To mimic the removal of the information around the Bragg peaks of
the unperturbed crystalline structure, we intentionally introduce missing values into
our synthetic dataset, with approximately 15% of the data assumed to be missing on
average. We demonstrate our approach on 3D-datasets of sizes up to 560 x 560 x 560
(see table 2).

4.2. Recovering the 3D-APDF in crystals. The pair distribution function
analysis of powder samples (powder PDF) of crystals is a common tool for investigat-
ing disordered structures. The powder PDF is computed by the Fourier transform of
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the total X-ray or neutron powder diffraction pattern of a sample and provides a direct
measure for the real interatomic distances in a material. PDFs from single crystals
(3D-PDF) may be calculated by the Fourier transform either of the total single crystal
diffraction pattern (total 3D-PDF) or of the diffuse scattering alone (3D-APDF) [30].
When the PDF is calculated in three dimensions, it is possible to remove the Bragg
peaks before performing the transform by using a technique known as “punch-and-
fill” [17], so that the resulting vector maps only include those whose probabilities that
differ from the average structure. This allows the disorder to be directly visualized
without extensive modeling and vastly simplifies interpretation. The punch-and-fill
algorithm involves the removal of Bragg peaks and “fills” the data in the region of the
Bragg peaks. Typically, the missing data at the Bragg peak locations are interpolated
such that the missing data satisfies the 3D Laplace difference equations [22]. This has
the following advantages: a) it results in a banded linear system of equations (tridi-
agonal for 1D, pentadiagonal for 2D and so on) (hence one can leverage optimized
sparse linear solvers), b) another major advantage is instead of solving a single large
linear system, one can solve smaller local linear systems corresponding to each Bragg
peak, an embarrassingly parallel operation. For example for a 3D volume data with
125M pixels (500 x 500 x 500), instead of solving a large sparse linear system of
size 250,000,000, one can solve 1000 sparse linear systems of size 10,000 in parallel.
However, the “punch-and-fill” algorithm (PFA) can generate unintentional ripples (or
noise) in the resulting 3D-APDF because of sharp edges in the data interpolation. In
order to mitigate this distortion, we propose to exploit the fact that the 3D-APDFs
should be inherently sparse, and use compressed sensing §3 as a regularizer to recover
the missing information. Figure 1 demonstrates the results for a Molybdenum Vana-
dium Dioxide crystal; the size of the dataset used here is 300 x 400 x 400. Figure
1 shows a slice of the volume. The left panel shows the result of a “Punch-and-fill”
algorithm where the missing values are filled using a Laplace interpolation method
(see [22] for details) and the right panel shows the result of recovering the sparse
DFT using an ¢; penalty minimization. We note that the interpolation introduces
ripples and other artifacts, where as the ¢; penalty minimization described in this
paper results in a much cleaner 3D-APDF, demonstrating the recovery potential of
compressed sensing for real data.

While we will detail computational performance in the next section; we emphasize
that using the combined innovations described in this paper allowed us to improve
our solution time for the real data problem from five days to less than five minutes
over the last twenty four months. The comparison involved changing both the code
base and the computational architecture: considering all the improvements, the CPU
to GPU improvement is only about a factor of 25, see Table 1. Nevertheless, the leap
forward is unmistakable and we are currently preparing to explore further the benefits
of such a technology for our diffuse scattering application.
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Madnlp-GPU

0 Matern Interpolation 100000 0 100000
st i , 75000 50 75000
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4005° 200 300 400 ~100000 4%% 100 200 300 400 100000

Fia. 1.  Left panel shows the ordinary punch-and-fill, right panel shows the result obtained
through €1 constraint minimization approach.

5. Implementation and numerical experiments. We developed our com-
pressed sensing solver using Julia [3], version 1.11. The completed implementation is
available the Julia package CompressedSensingIPM. j1l.

It relies on MadNLP. j1 [24], a generic primal-dual interior point method. By de-
fault MadNLP solves the symmetric indefinite system (3.27) at each IPM iteration.
We have developed a custom extension to solve instead the condensed system (3.32)
with an iterative method, in a matrix-free fashion keeping all the matrices implicit.
To solve the KKT systems, we use the conjugate gradient method from the collection
of Krylov methods Krylov.jl [19]. For forward and inverse Fourier transforms, our
implementation employs the FFTW and cuFFT libraries, accessed through Julia’s inter-
faces FFTW. j1 and CUDA. j1, respectively. These libraries allow efficient computation
on both CPUs and GPUs.

MadNLP. j1 implements a vanilla interior-point method for NLP problems, and
does not exploit the structure of the QP problem (3.11). The predictor-corrector
method introduced by Mehrotra [18] would likely reduce the total number of interior-
point iterations, but it would need to be adapted to limit the number of KKT sys-
tems (3.32) to solve per iteration: Unlike direct methods, we cannot reuse the fac-
torization of the KKT matrix when solving the same KKT systems for two different
right-hand-sides using a Krylov method. A single-step predictor-corrector approach
[33] is an interesting avenue to investigate. This method could lead to speedups on
both CPU and GPU architectures. We leave this research direction for future work,
along with the development of a potential specialized QP solver.

In our first experiment, we demonstrate the scalability of the solver on a problem
with 104 million variables. Using MadNLP. jl1, the solver achieves convergence in 36
iterations, meeting a primal-dual residual threshold of 10~8. Each iteration solves the
KKT system with a stopping criterion based on an absolute tolerance of 102 for the
preconditioned residual norm.

Matrix-free solvers are crucial in this context, as explicitly forming the KKT
matrices is computationally prohibitive. Dense linear solvers are not feasible due
to the storage costs of dense DFT and IDFT matrices. Despite the typical slow
convergence of Krylov methods in interior-point solvers, our tailored preconditioner
ensures that the number of Krylov iterations per KKT system remains below 105.

Lhttps://github.com/exanauts/CompressedSensingPM.jl


https://github.com/exanauts/CompressedSensingIPM.jl

3D-DFT USING COMPRESSED SENSING 19

Figure 2 illustrates the number of Krylov iterations required for each IPM itera-
tion.

H

o~ o © o

o S S S
T T T T

Number of Krylov iterations
[N}

S

I

N N
Index of the IPM iteration

Fic. 2. Number of Krylov iterations per IPM iteration for a problem with 104 million variables.

In our second experiment, we evaluate the total runtime for solving a problem
with 104 million variables using actual X-ray scattering data on both CPU and GPU
architectures (see §4.2 for more details). Table 1 presents the runtimes.

CPU GPU Speed-up
6,488 seconds 274 seconds 23.68 %

TABLE 1
Total runtimes on CPU and GPU architectures for X-ray diffuse scattering data with 10/
million variables.

These runtimes highlight that the GPU takes advantage of the parallelism inher-
ent in the divide-and-conquer algorithms used for Fourier transforms. The GPU also
harnesses its computational power for vectorized linear algebra operations, such as
vector updates, both in the Krylov solver and in the interior-point method. These
operations are accelerated through the use of cuBLAS and custom kernels generated
via Julia’s broadcasting capabilities.

In our third experiment, we evaluate the total runtime for solving artificial com-
pressed sensing problems of various sizes on both CPU and GPU architectures (see
§4.1 for more details). Table 2 presents the runtime results for each architecture. The
corresponding scalability plot, shown in Figure 3, illustrates the performance scaling
of both CPU and GPU across a range of problem sizes.

The results indicate that GPUs become more advantageous than CPUs for prob-
lems exceeding 500,000 variables, as shown in the scalability plot in Figure 3. To
further investigate the performance benefits, we also conducted tests comparing the
execution times of the FFT and IFFT on CPU and GPU architectures using the li-
braries FFTW and cuFFT. Table 3 compares the timings. The tests were conducted on
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Ny x Ny x N, Variables CPU GPU Speed-up

8 X 8x8 1,024  0.0031 0.63 0.005

16 x 16 x 16 8,192 0.013 0.72 0.018
32 x 32 x 32 65,536 0.10 0.68 0.147
64 x 64 x 64 524,288 1.29 0.71 1.82
96 x 96 x 96 1,769,472 4.49 0.79 5.64
128 x 128 x 128 4,194,304 10.34 1.07 9.67
192 x 192 x 192 14,155,776 41.78 3.22 12.98
256 x 256 x 256 33,554,432 101.38 5.88 17.24
384 x 384 x 384 113,246,208 367.78 20.66 17.80
512 x 512 x 512 268,435,456 929.26  104.55 8.89
560 x 560 x 560 351,232,000 1290.77 159.66 8.08

TABLE 2

Performance results for an artificial 3D compressed sensing problem.
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F1a. 3. Scalability of CPU and GPU performance across different problem sizes.

an NVIDIA GH200. While our tests were conducted on NVIDIA GPUs, the code is
designed to be portable. By replacing cuFFT with rocFFT, support for AMD GPUs
can be enabled through AMDGPU. j1.
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N FFT IFFT

FFTW CuFFT ratio FFTW CuFFT ratio
10 [ 1.47x107% [ 1.65 x 10 | 0.09 | 1.47 x107% | 2.18 x 10~=° | 0.07
102 | 3.17x 1076 | 237 x 1075 | 0.13 | 3.39x 1076 | 2.17 x 1075 | 0.16
10% | 1.55x 107° | 219 x 107° | 0.71 | 1.18 x 107° | 2.44 x 107° | 0.48
10* | 829 x 107° | 344 x107° | 241 | 859 x107° | 3.65 x107° | 2.35
10° | 1.30 x 1073 | 2.01 x 107* | 6.26 | 9.59 x 107* | 2.20 x 10~* | 4.36
106 | 1.64 x 1072 | 7.70 x 1074 | 21.34 | 1.60 x 102 | 8.10 x 10=* | 19.70
107 | 1.59 x 107! | 7.00 x 1073 | 22.69 | 1.67 x 1071 | 7.27 x 1073 | 22.97
108 2.19 0.071 30.66 2.36 0.073 32.48
10° 27.17 0.75 35.90 29.03 0.93 31.27

TABLE 3

Ezxecution time of Fourier transforms with FFTW and cuFFT.

6. Conclusions and perspectives. Motivated by the problem of diffuse scat-
tering in X-ray crystallography, this paper introduces a method for recovering sparse
DFTs from noisy signals with missing values by using compressed sensing. Instead of
using a first-order method, we solve the resulting optimization problem with an inte-
rior point method that has the potential to achieve much more robust convergence at
the cost of solving more complex per-iteration problems. The linear systems in the
interior point algorithm can be solved efficiently by a preconditioned Krylov method:
our numerical results have showed that, even for very large problems, they need only
up to around 100 Krylov iterations per Newton step. Our analysis framework sup-
ports these findings, in accordance with that were also predicted by [9]. However,
while the resulting bounds on the preconditioned matrix we obtain are similar to [9],
the approach relies on different assumptions which are closer to the general analysis
of optimization methods [34]. As a result we believe it can be extended to other
cases, such as certain quadratic programs, or matrices not derived from orthogonal
operators to indicate that the condition number of the preconditioned matrix stays
bounded there as well.

Our algorithmic findings were implemented in the openly available Julia pack-
age CompressedSensingIPM. j1 that demonstrates the efficiency of solving large-scale
compressed sensing problems formulated as a LASSO optimization problem on a GPU.
The package was tested on problems with more than 108 variables including one case
with real X-ray crystallography data where compressed sensing shows a vast improve-
ment over the classical punch-and-fill algorithm in terms of solution quality: the
resulting algorithm runs in less than five minutes on a GPU.

We aim to improve and leverage these findings in multiple directions. First we
aim to apply this to the entire database of diffuse scattering at Argonne, and prepare
for the expected increase in the number of voxels (and thus problem size) through new
sensors. Moreover, we expect that further improvements can be obtained by refining
the sparsity model (since all atoms do show some width at the respective resolution)
as well as using a windowing approach to control for aliasing artifacts. Moreover,
in the context of crystallographic X-ray imaging, periodic missing structures arising
from regular atomic arrangements present a promising avenue for improving the pre-
conditioning even further. Finally, we plan to extend these findings to other settings
where the noise model results in nonlinear likelihoods and more complicated objective
functions.
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